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Abstract

A hallmark of optimal reinforcement learning is that an agent learns 
to avoid actions that lead to negative outcomes while still exploring 
alternative actions that could lead to better outcomes. Although 
the basal ganglia have been hypothesized to contribute to this 
computation, the mechanisms by which they do so are still unclear. 
Here, we focus on the function of the striatal indirect pathway and 
propose that it is regulated by a synaptic plasticity rule that allows an 
animal to avoid actions that lead to suboptimal outcomes. We consider 
current theories of striatal indirect pathway function in light of recent 
experimental findings and discuss studies that suggest that indirect 
pathway activity is potentiated by the suppression of dopamine release 
in the striatum. Furthermore, we highlight recent studies showing 
that activation of the indirect pathway can trigger an action, allowing 
animals to explore new actions while suppressing suboptimal actions. 
We show how our framework can reconcile previously conflicting 
results regarding the indirect pathway and suggest experiments for 
future investigation.
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mechanisms that underlie these effects. In order to better explain the 
framework proposed, we have decided to focus primarily on studies 
related to sensorimotor learning in rodents. Nevertheless, we also 
consider how this framework may extend to non-motor learning in 
striatal regions such as the dorsomedial striatum (DMS) and ventral 
striatum (VS). We conclude by addressing the framework’s limitations, 
highlighting studies that challenge its premises and proposing future 
experiments to help reconcile these conflicting findings.

Models of iSPN function
Several influential models of iSPN function in sensorimotor control 
have been proposed. Here, our goal is not to present a detailed historical 
account of all models of basal ganglia function but, rather, to highlight 
current working models of iSPNs that will provide useful context for 
understanding iSPN-dependent learning rules (we refer the reader to 
other excellent reviews32–35 for much more comprehensive coverage 
of this topic).

One of the oldest models of iSPN function that is relevant for 
our discussion is the centre–surround model36,37 (also called the 
complementary model33) (Fig. 1a). In this model, dSPNs activate a 
target motor programme, whereas iSPNs provide blanket inhibition 
of competing motor programmes. For example, dSPNs in a local-
ized region of the striatum may activate the motor programme for 
locomotion, whereas iSPNs in the same region may suppress compet-
ing motor programmes that could interfere with locomotion (such 
as forelimb movement or licking). The centre–surround model is 
attractive in that it can explain why dSPNs and iSPNs seem to be 
coactive during movement onset38–40. However, the model assumes 
that iSPNs in a local region of the striatum can provide a relatively 
broad inhibition of downstream regions, something that has not 
been supported by anatomical and functional studies. For instance, 
anatomical studies have found that regions downstream of iSPNs 
such as the globus pallidus externus (GPe) and subthalamic nucleus 
have a topographical organization that is consistent with the exist-
ence of segregated parallel pathways41–43. In agreement with this, the 
direct and indirect pathways arising from the same local region of the 
striatum converge onto the same neurons within the substantia nigra 
reticulata (SNr)43. Functionally, a recent study from our laboratory 
has shown that activating iSPNs in different regions of the striatum 
is not equally efficacious in suppressing licking — only iSPNs in the 
ventrolateral striatum ((VLS) are able to suppress licking behaviour21. 
Overall, the centre–surround model does not seem to be supported 
by anatomical and functional data.

An updated model inspired by the centre–surround model is what 
we will here call the refinement model (Fig. 1b). In this model, iSPNs still 
provide inhibition to refine the target programme but do so by provid-
ing very focal inhibition in the movement space, an abstract space of all 
possible movement/motor programmes the animal could generate34,44. 
Thus, rather than providing blanket inhibition of all competing motor 
programmes, iSPNs inhibit motor programmes that are similar to but 
kinematically distinct from the selected action. For instance, in a mouse 
that is learning to reach for a pellet using its forelimb, iSPNs might sup-
press certain trajectories of the forelimb in order to make the resulting 
movement more precise and effective. Unlike the centre–surround 
model, the refinement model does not require iSPNs to project broadly 
to downstream areas. In fact, in this model, the direct and indirect 
pathways should converge anatomically onto the same area within  
the SNr (and thus same set of neurons within the SNr), so that the 
pathways can work together to sharpen the representation in the 

Introduction
Organisms adapt to their environment by learning to repeat sets of 
actions that lead to positive outcomes and to avoid those that lead 
to negative outcomes. This so-called ‘law of effect’, first proposed by 
Edward Thorndike, is a key tenet in behavioural psychology and has 
inspired neuroscientists to investigate its neural implementation1–4. 
Much work has pointed to the basal ganglia as the key set of brain 
regions implementing this computation5–9. Specifically, the two path-
ways through which striatal neurons modulate downstream behaviours, 
the direct pathway (consisting of direct striatal projection neurons 
(dSPNs)) and the indirect pathway (consisting of indirect striatal projec-
tion neurons (iSPNs)), are classically thought to mediate the reinforce-
ment and punishment aspects of learning, respectively, by promoting 
or suppressing relevant actions5,7,9. Although studies generally agree 
that the activity of dSPNs is pro-kinetic and reinforcing, they disagree 
on the exact function of the striatal indirect pathway, which has been 
variously proposed to have roles in movement suppression6,10–13, motor 
refinement14–16, punishment7,17,18, action switching19,20, exploration21, 
movement sequencing19,22 and risk avoidance23,24.

Given the diversity of these proposed functions, one fruitful 
approach to understand the function of iSPNs might be to look at the 
synaptic learning rule that governs when and how they undergo syn-
aptic plasticity. Once the learning rule is established, one can start to 
infer whether it would allow iSPNs to subserve the various functions 
proposed by previous studies (for example, learning to avoid negative 
outcomes). Recent studies have begun to shed light on the condi-
tions under which long-term potentiation (LTP) of the glutamatergic 
synapses that drive the activity of iSPNs occurs in rodents25,26. These 
experiments have validated a hypothesis that had long been assumed 
to be true, but not previously directly tested: that iSPNs are sensitive to 
below-baseline dips in the concentration of the neuromodulator dopa-
mine in the striatum. Studies investigating dopamine have also found 
that negative outcomes might be represented via a dip in dopamine 
concentrations in certain parts of the striatum25,27–30. Together, these 
experiments suggest that a reduction in dopamine concentration that 
occurs when a particular behaviour leads to a negative outcome could 
open an important window for learning via plasticity in iSPNs. This 
window, in turn, might allow iSPNs to suppress the actions that led to 
the dip in dopamine concentration in the first place. By contrast, a few 
studies have shown that optogenetically activating iSPNs can suppress 
one behaviour while inducing a de novo action, distinct from the action 
that is being suppressed19,21,31. Although this might seem paradoxical at 
first, we propose that this might allow the animal to smoothly transi-
tion from a suboptimal action to an alternative action, suggesting a 
complex and multifaceted function for iSPNs.

Our goal in this Perspective is to highlight recent studies that 
have revealed details about the learning rules that govern the activity 
of iSPNs and the effects of activating iSPNs, and to propose how these 
two sets of findings provide a good starting point to understand iSPN 
function. We will first consider current models of iSPNs and describe 
the studies that either support or challenge each model. We will then 
highlight recent experiments investigating dopaminergic modulation 
of LTP of glutamatergic synapses onto iSPNs. Taking these findings 
into account, and inspired by previous models of the basal ganglia, 
we present a three-factor learning rule for iSPN synaptic plasticity 
that allows for correct suppression of suboptimal motor programmes. 
We present predictions of the three-factor learning rule, and consider 
whether they are supported by studies. Finally, we discuss the ability 
of iSPNs to induce alternative actions and the potential disinhibitory 
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relevant region of the SNr. Anatomical studies are indeed consistent 
with this view41–43. Functionally, a key prediction of the refinement 
model is that inactivation of iSPNs should lead to less precise and 
less effective movement generation. Indeed, iSPN inactivation has 
been shown to increase variability in lever press movements15. Various 
studies have also shown that inactivating iSPNs can slow motor learn-
ing or impair movement generation16,31. Furthermore, iSPN activation 
can refine movement velocity, suggesting a potential role of iSPNs in 
shaping movement kinematics14. Thus, although studies precisely 
measuring movement kinematics following iSPN ablation are limited, 
the existing evidence generally supports the notion that iSPNs play 
a crucial role in movement refinement.

The last, and perhaps most popular, model of iSPN function is 
the competitive model33 (Fig. 1c). In this model, iSPNs oppose and 
compete against dSPNs for the control of the behavioural output. 
The balance between dSPN and iSPN activity is thought to determine 
the resulting motor programme, including its occurrence, duration 
and vigour. Most studies of iSPNs agree with this model. For instance, 
modulating the activity of iSPNs seems to result in phenotypes that 
are symmetrically opposite to those resulting from the modulation 
of dSPN activity6,10,11,45,46. A recent study that recorded dSPN and iSPN 
activity using dual-colour photometry showed that although dSPNs 
and iSPNs are generally coactive around movement onset, the balance 
between the two pathways during the coactive period can predict the 

magnitude of turning behaviour in a freely moving mouse, consistent 
with the competitive model40.

We note that the refinement and competitive models are not neces-
sarily mutually exclusive but might emphasize different aspects of iSPN 
function. Consider a hypothetical case in which three pairs of dSPNs 
and iSPNs project to three unique SNr neurons downstream (Fig. 1d). 
The iSPN and dSPN in a particular pair might compete against each 
other because they share the same postsynaptic SNr neuron target. 
However, the other two iSPNs do not share this postsynaptic target, and 
their activity will thus sharpen the representation in the downstream 
SNr without competing with the dSPN. Thus, the function of an iSPN 
might depend on its exact anatomical target in relation to that of a 
dSPN. Sets of iSPNs could thus both refine a motor programme and 
compete with dSPNs to determine the probability and duration of the 
motor programme.

Dopaminergic modulation of iSPN plasticity
In addition to anatomical and functional studies, another way to 
understand iSPN function is to consider the learning rule that dic-
tates when synapses onto iSPNs undergo LTP. Although the manner 
in which iSPNs modulate behaviour might be multifaceted and striatal 
region-dependent, the learning rule that dictates when synapses onto 
iSPNs undergo LTP (and thus boosts their activity) is likely more or less 
uniform across the striatum. This is because iSPNs in different regions 
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Fig. 1 | Models describing the function of direct and indirect striatal 
projection neurons. a, In the centre–surround model, direct striatal 
projection neurons (dSPNs) within a particular region of the striatum 
activate a target motor programme and indirect striatal projection neurons 
(iSPNs) in the same region provide blanket inhibition of all competing motor 
programmes, thus creating an inhibitory surround in the movement space36. 
b, The refinement model is an updated version of the centre–surround model 
in which the iSPNs refine the target movement by inhibiting only the subset 
of motor programmes that are closest to the target movement within the 
movement space. c, In the competitive model, dSPNs and iSPNs compete 
to control the same motor programme, with the balance between the two 

pathways determining key aspects of movement, such as its initiation, 
duration and execution33. d, Both the competitive and refinement models 
may be valid, and each model might be emphasizing distinct aspects of 
iSPN function that might partially depend on the postsynaptic targets in the 
substantia nigra reticulata (SNr): three triplets of dSPNs, iSPNs and the SNr 
target connected in parallel (left); dSPNs and iSPNs that project, directly or 
indirectly via the globus pallidus externus (GPe), to the same SNr neuron are 
thought to compete with each other, in alignment with the competitive model 
(middle); and iSPNs that do not share the postsynaptic SNr target with a dSPN 
are thought to refine the SNr activity by working cooperatively with dSPNs, 
in alignment with the refinement model (right).
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of the striatum display similar expression profiles of neuromodulator 
receptors, are innervated by neurons in similar regions (such as the 
cortex and thalamus) and all receive dopaminergic input47–50. There-
fore, understanding the conditions under which iSPN input synapses 
undergo LTP may provide insights into the underlying principles that 
unify the diverse contributions of iSPNs to behaviour.

Synaptic plasticity of striatal neurons has been extensively studied 
in the context of dopamine26,47,51–54. This is because the striatum is the 
major target of dopaminergic neurons located in the ventral tegmen-
tal area and substantia nigra pars compacta49,55. dSPNs and iSPNs are 
dynamically regulated by dopamine acting via dopamine receptors, 
a subclass of G-protein-coupled receptors (GPCRs). iSPNs predomi-
nantly express D2-like dopamine receptors, which — upon activation 
by dopamine — inhibit adenylyl cyclase (AC) and decrease the activity 
of protein kinase A (PKA). This influences many cellular properties47 
including the potential for synaptic plasticity52,54,56,57. Given the high 
affinity of D2 receptors for dopamine, it had long been assumed that 
PKA in iSPNs would be inhibited by the baseline tonic dopamine levels 
present in the striatum in vivo, thus preventing LTP induction in base-
line conditions47. Thus, the brief decreases in dopamine concentration 
below baseline that have been observed in vivo during the occurrence 
of negative outcomes such as a foot shock or consumption of bitter 
water would hypothetically allow iSPNs to undergo LTP by reducing 
the activation of D2 receptors and upregulating PKA58,59.

Two recent studies have indeed shown evidence for this hypoth-
esis. Recent work from our laboratory used a newly developed 
lifetime-photometry system to measure the net activity of PKA in 
dSPNs and iSPNs in the nucleus accumbens in mice performing a 
food-motivated place conditioning task25. PKA in iSPNs was consist-
ently activated when dopamine concentrations fell below baseline, a 
phenomenon observed when well-trained mice experienced reward 
omission. Optogenetic inactivation of dopamine neurons in naive mice 
confirmed that reductions in dopamine concentration are sufficient to 
activate PKA in a graded manner, with longer durations causing a higher 
increase in PKA level. Interestingly, optogenetic activation of dopamine 
neurons did not modulate PKA, suggesting that D2 receptors might be 
saturated at baseline levels of dopamine in vivo. In another study, Iino 
et al. used glutamate photolysis (glutamate uncaging) to induce LTP at 
postsynaptic terminals in the dendritic spines of individual iSPNs while 
optogenetically activating dopaminergic axons in brain slices26. The 
authors showed that tonic excitation of dopaminergic fibres prevented 
LTP (determined by measuring the enlargement of the spine head, a 
surrogate for LTP). LTP was rescued by a D2-receptor antagonist, sug-
gesting that tonic dopamine excitation can block LTP. Furthermore, 
glutamate uncaging during a pause in dopamine firing induced LTP in 
a pause duration-dependent manner, with a longer pause enabling a 
higher change in spine volume. Although these two studies were con-
ducted in the nucleus accumbens, it is likely that a similar learning rule 
would be observed in other regions of the striatum, given that iSPNs in 
different striatal regions all express D2-like receptors.

Three-factor rule for iSPN plasticity
Based on the studies described in the previous section, which high-
lighted the role of dopamine dips in gating LTP of glutamatergic syn-
apses on iSPNs, we now propose a three-factor rule for iSPN LTP. This 
learning rule has many similarities to previously proposed models of 
synaptic plasticity in the basal ganglia12,60–67. However, by specifically 
considering iSPNs, we can outline the predictions of the learning rule 
with regards to the activity of iSPNs, the types of input impinging on 

individual iSPNs and the functional consequences of the heterogene-
ity of dopamine dips that have been observed in various behaviours 
and laboratory tasks.

We assume that an individual iSPN, located in the matrix compart-
ment of a motor region of the striatum, receives three kinds of inputs:  
a dopaminergic input, an efference copy input and a state input (Fig. 2a).  
The dopaminergic input is a teaching signal that gates LTP. Consist-
ent with previous findings, we assume that the dopaminergic signal 
needs to dip below baseline to deactivate D2 receptors and allow LTP 
to occur. Efference copies have been observed throughout the brain 
(see Supplementary Box 1) and we assume that each iSPN receives a 
dedicated efference copy input for a particular motor programme. 
More specifically, we assume that if an individual iSPN is capable of 
suppressing a motor programme, it will receive an efference copy input 
for that particular motor programme. Lastly, the state input provides 
information about the context in which the motor action is carried 
out, which includes sensory information, the internal state and latent 
representations of the world that the animal has inferred through 
experience. The information carried by the state input likely varies by 
striatal subregion, given the parallel organization of the cortical input 
onto the cortex (see Supplementary Box 2).

We propose that synapses carrying the state input are selectively 
potentiated when a dopamine dip occurs and there is a coincident 
activity in the state and efference copy inputs (Fig. 2a). To illustrate 
this process, consider a hypothetical example in which a mouse that 
has previously learned to lick a left spout in response to a cue for a 
water reward undergoes extinction training (Fig. 2b). In trial 1, the 
mouse licks the left spout after hearing the cue (tone A) to receive the 
water. However, extinction begins from trial 2 onwards, meaning that 
licking the left spout after hearing tone A no longer delivers a reward. 
After two trials of such reward omission, the mouse no longer licks the 
left spout after hearing tone A (trial 4), effectively suppressing a motor 
programme that is no longer optimal. How could this extinction occur 
via the learning rule described above? Consider an iSPN that is capable 
of suppressing the left lick and receives a dopaminergic input, an effer-
ence copy related to a left lick and a state input that signals the presence 
of tone A (Fig. 2c). We assume for the sake of illustration that dopamine 
in this example would increase during the receipt of a water reward and 
decrease during a reward omission. In trial 1, the mouse licks the left 
spout and receives a reward. This means that all three inputs (dopamine, 
efference copy and tone) are high, and LTP does not occur (Fig. 2c). In 
trials 2 and 3, the mouse does not receive a water reward after licking the 
left spout. This is signalled by a dip in dopamine concentration. Given 
that all three conditions are now met, this induces LTP at the synapse 
connecting tone A to the iSPN, allowing the iSPN to become more active 
after tone onset. In trial 4, the iSPN activity is high enough to suppress 
the licking of the left spout and the mouse no longer licks after tone A, 
effectively extinguishing the behaviour. Although the above example 
is highly simplistic, it illustrates how a dopamine-dependent learning 
rule could shape iSPN activity in order to suppress a non-optimal motor 
programme that has previously led to a dip in dopamine level.

This three-factor learning rule is consistent with both the refine-
ment model and the competitive model. For the refinement model, 
one could imagine that iSPNs undergo LTP to refine the motor pro-
gramme by inhibiting the non-optimal movement trajectories that 
previously lead to a dip in dopamine level. Alternatively, in the competi-
tive model, iSPNs will undergo LTP in order to overcome the influence 
of the dSPNs. In the latter case, the magnitude and polarity of the 
experience-dependent synaptic plasticity in each striatal pathway 
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will ultimately determine which pathway ends up winning, and thus 
controlling behaviour.

Predictions of the learning rule
We now discuss predictions of the three-factor learning rule with 
respect to the activity of iSPNs and the plasticity of distinct inputs. 
We compare the predictions of the learning rule and consider whether 
they are consistent with previous studies.

iSPN activity
One key prediction of the three-factor learning rule is that iSPNs receive 
an efference copy signal that indicates that the movement has been 
initiated. More specifically, if an iSPN is cable of suppressing motor 
programme A, then the iSPN will receive an efference copy whenever 
motor programme A is initiated. If this efference copy input is strong 
enough, it might paradoxically activate iSPNs at movement onset. 
Indeed, many studies have found that iSPNs are active around move-
ment onset, consistent with this prediction38–40,44,68. However, this poses 
a challenge for the brain: although iSPN activity that reflects the effer-
ence copy signal may be necessary for learning about the environ-
ment, this activity could also interfere with ongoing movement. This is 
because iSPN activity is generally thought to be anti-kinetic. Thus, the 
efference copy might itself suppress the movement that has just been 
initiated. How could one solve this problem? A recent computational 

study demonstrated an elegant solution to this problem64 in which 
the efference copy signal is provided to both dSPNs and iSPNs so that 
their activities perfectly cancel each other downstream. Any surplus 
activity in either pathway will still influence behaviour. In this way, 
action selection and learning can be multiplexed without interference. 
Alternatively, the efference copy signal might depolarize the iSPN, but 
not enough to cause the cell to spike and cause interference44,68,69. This 
idea was proposed by Fee, who hypothesized that the efference copy 
innervates the dendritic shaft of the neurons, gating plasticity but not 
causing spiking70.

iSPNs receiving an efference copy of the ongoing action might 
also explain, to some degree, why activity in populations of iSPNs 
encodes information about the ongoing movement or behavioural 
syllable (an action motif that the animal naturally displays)44,68,69,71–73. 
Although controversies still exist as to what exactly striatal neurons 
encode as well as how this differs between dSPNs and iSPNs, previous 
studies generally support the idea that iSPNs encode both the onset 
and type of movement, potentially reflecting an efference copy38,44,68,71. 
Further work is necessary to examine if and when the activity in iSPNs 
represents an actual efference copy necessary for LTP.

Potentiation of state versus efference copy input
The three-factor learning rule also makes specific predictions about 
the types of inputs to iSPNs and their role in LTP. Specifically, it assumes 
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Fig. 2 | A framework for reinforcement learning in indirect striatal projection 
neurons. a, In the proposed three-factor learning rule, each indirect striatal 
projection neuron (iSPN) receives three distinct inputs: a dopamine signal, an 
efference copy signal and a state signal (left). Multiple arrows from the state 
represent the high-dimensional nature of this signal as compared with the other 
types of signals and show that iSPNs receive multiple inputs corresponding to 
different states. The function of iSPNs is to learn when to suppress a specific 
action using these three inputs. The conditions under which long-term 
potentiation (LTP) occurs for a state input–iSPN synapse (wstate) are a dip in 
dopamine that coincides with a state input and efference copy inputs (right). 
b, A mouse learning to suppress licking to an unrewarded spout after hearing a 

cue tone A. In trial 1, the mouse licks the left spout after tone onset to collect a 
water reward. We assume that the mouse has already learned the tone A–left lick 
association. In trials 2 and 3, the mouse licks after tone A onset, but no longer 
receives a water reward. In trial 4, the mouse no longer licks the left spout after 
hearing tone A. c, The inputs to a hypothetical iSPN whose activity can suppress 
a left lick (left) and how the three-factor learning rule could allow an iSPN to learn 
to suppress licking (right). A dip in dopamine during trials 2 and 3 allows the iSPN 
to undergo LTP. The LTP occurs at the synapse between the state (tone A) and the 
iSPN, allowing the tone to activate the iSPN much more efficiently in trial 4 and 
suppress left licks. Part b adapted from ref. 21, Springer Nature Limited.
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that the efference copy synapse does not undergo LTP per se but that the 
state input does. To date, there is no study that has directly compared 
the ability of different inputs onto striatal neurons to undergo LTP. 
However, Fee proposed that thalamostriatal neurons preferentially 
projecting onto the dendritic shafts of striatal neurons could provide 
an efference copy signal whereas cortical input preferentially project-
ing onto the dendritic spines of striatal neurons could provide a state 
input65. Other anatomical studies have proposed that different deep 
cortical layer cell types, such as pyramidal tract neurons and intratelen-
cephalic neurons, could provide distinct inputs to the striatum based 
on the type of synapses they make and their connectivity with differ-
ent cell types74–76. Overall, more work is needed to tease apart which 
anatomical projections might be responsible for providing the state 
versus efference copy input onto iSPNs.

On the functional side, studies in rats have shown that motor mem-
ories are stored within thalamostriatal projections, and that corticostri-
atal projections are only necessary for learning a motor skill77,78. A closer 
look at the three-factor learning rule reveals that state–action memo-
ries are predicted to be stored within the state–iSPN synapses, which 
are plastic, but not within efference copy–iSPN synapses, with the latter 

being only necessary for learning. Taken together, this suggests that 
the motor cortex might provide the efference copy signal necessary 
for learning, with the thalamostriatal projection providing the state 
signal and ultimately storing the memories of a motor skill. It would 
be interesting to examine whether similar findings can be replicated 
in different regions of the striatum in a non-motor learning context in 
which corticostriatal and thalamostriatal projections are important for 
learning and storing task specific memories, respectively.

Regional heterogeneity in dopamine signals
In the three-factor learning rule, we have assumed that a negative out-
come (such as reward omission) is represented via a dip in dopamine 
concentration in the striatum (Fig. 2c). Indeed, many studies have found 
that a negative outcome (or worse than expected outcome) is usually 
signalled by a dip in dopamine. These include delivery of a foot shock79 
or noxious stimuli80, an airpuff27–29, a smaller-sized water reward81, 
reward omission25,30,82–85, failure to grab a pellet86 and bitter water87. 
However, there is considerable evidence that not all striatal regions 
encode negative outcomes via a dip in dopamine levels79,81,86,88–92. For 
instance, a study in primates has shown that the delivery of an aver-
sive stimulus such as an airpuff can also excite dopaminergic neurons 
located in the dorsal lateral part of the substantia nigra pars compacta, 
potentially signalling the salience of the stimulus29. Negative outcome 
signalling is also spatially heterogeneous in mice, such that foot shocks 
induce a dip in dopamine only in the lateral but not in the medial nucleus 
accumbens shell79. Furthermore, dopamine in other striatal subregions, 
such as the tail of the striatum, appears to encode something akin to a 
threat prediction error87,93.

The three-factor rule does not by itself assume that a negative 
outcome should be encoded via a dip in dopamine levels across the 
whole striatum. In fact, by restricting the striatal regions in which a 
particular negative outcome is represented via a dip in dopamine, the 
basal ganglia might spatially restrict the striatal region in which iSPNs 
can undergo LTP. This point can be illustrated by considering two 
studies that have simultaneously recorded dopamine levels in three 
different striatal regions. Phillips et al. trained mice to grab a pellet with 
their forelimb while recording dopamine levels via photometry in the 
dorsolateral striatum (DLS), DMS and VS86 (Fig. 3a). Comparing trials in 
expert mice in which a pellet was successfully grabbed (hit trials) versus 
those in which it was missed revealed that dopamine dipped below 
baseline in the DLS but not in the DMS or VS. Thus, a negative outcome, 
which could be used to correct and refine the forelimb trajectory, is 
only represented in the DLS. Coincidentally, the DLS has been shown to 
be necessary for skilled forelimb movement77,94,95. Thus, an interesting 
possibility is that iSPNs in the DLS are preferentially recruited to learn 
the correct movement trajectory to perform the pellet reaching task. 

a Dopamine levels during pellet
reaching task (movement onset)

b Dopamine levels during odour
discrimination task (outcome)

Miss trialsHit trials
Small water

reward
Big water

reward

DLS

DMS

VS

Dopamine below baseline

Fig. 3 | Task-dependent heterogeneity in dopamine suppression. a, Dopamine 
response profile around movement onset in the dorsolateral striatum (DLS), 
dorsomedial striatum (DMS) and ventral striatum (VS) measured via photometry 
during a pellet reaching task, aligned to hit trials (left) or miss trials (right)86. 
Red area indicates the period during which the dopamine concentration dipped 
below baseline (defined as the level during the period before cue onset). The 
dopamine dip in miss trials was most prominent in the DLS but less so in the 
DMS and VS. b, Dopamine response profile measured via photometry during an 
odour discrimination task81. Dopamine dips in response to the outcomes of trials 
in which the animals were rewarded with smaller amounts of water were most 
prominent in the VS and DMS but not present in the DLS.

Fig. 4 | Activation of indirect striatal projection neurons leads to alternative 
action. Findings of studies in which optogenetic activation of indirect striatal 
projection neurons (iSPNs) led to specific actions in various task settings 
a, Behavioural effect of unilateral optogenetic inhibition of direct striatal 
projection neurons (dSPNs) (top) versus unilateral optogenetic excitation of 
iSPNs (bottom) in the dorsolateral striatum (DLS)39. Both manipulations caused 
ipsiversive turning but the magnitude of turning was greater for iSPN excitation. 
b, Behavioural effect of bilaterally inactivating dSPNs (top) versus bilaterally 
activating iSPNs (bottom) in the DLS in mice trained to press a lever eight times for 
a reward31. dSPN inactivation suppressed lever pressing whereas iSPN activation 
both suppressed lever pressing and induced locomotion away from the lever.  

c, Mice were trained to perform a lever press sequence in order to receive a reward19. 
Bilaterally activating iSPNs in the DLS during the first left lever press caused 
mice to abort the sequence and induced locomotion towards the right lever. 
Activating the iSPNs during the first right lever press also caused mice to abort 
the sequence but induced locomotion towards the magazine. d, Behavioural 
effect of unilaterally manipulating dSPNs and iSPNs in the ventrolateral striatum 
(VLS) of mice trained to lick either the left or right spout after hearing a tone21. 
dSPN inactivation suppressed contraversive licking. iSPN activation suppressed 
contraversive licking and induced ipsiversive licking. The same iSPN manipulation 
did not lead to ipsiversive licking when the contraversive spout was devalued or 
when the mouse had never been trained to lick the contraversive spout.
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In another study, Tsutsui-Kimura et al. recorded dopamine levels using 
photometry in the DLS, DMS and VS in mice trained to perform an odour 
discrimination task81 (Fig. 3b). Although the regions sampled were 
similar to those in the study by Phillips et al., the authors found that a 
small water reward caused a dip in dopamine concentrations compared 
with a large water reward, but only in the VS and DMS. Coincidentally, 
the VS and DMS have been implicated in updating state value, as well 
as orienting behaviour in sensory-guided evidence accumulation 

tasks96–98. Thus, iSPNs in the VS and DMS might be specifically engaged 
to learn to discriminate the odours and guide the orienting behaviour 
in their task. Overall, these two studies highlight the fact that dips 
in dopamine concentration during specific behavioural events are 
not uniform across the striatum. This likely allows iSPNs in specific 
striatal regions to undergo LTP and suppress specific actions related 
to the outcomes encoded by the local dopamine dip. Thus, each stri-
atal domain could represent an independent reinforcement learning 
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a 

dSPN inhibition
d

Ipsiversive 
turning

dSPN inhibitionb

Abort lever press

Unilateral iSPN excitation

Greater ipsiversive
turning

iSPN excitation during first right lever pressiSPN excitation during first left lever press

iSPN excitation iSPN excitation after devaluation iSPN excitation without right lick training
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Abort left lever press Induce locomotion to right lever
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c Left–left–right–right lever press sequence
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and ipsiversive lick induction

Contraversive lick suppression
R L R L R L R L

http://www.nature.com/nrn


Nature Reviews Neuroscience

Perspective

module, with a unique teaching signal, efference copy and state input, 
allowing much more targeted learning for a given behavioural task 
(see Supplementary Box 2).

Generating alternative actions
Being able to suppress behaviour that previously led to a negative out-
come is necessary for optimal behaviour, and the three-factor learn-
ing rule provides a potential mechanism for achieving this. However, 
an animal still needs to perform an alternative action in place of the 
action that was suppressed, in order to keep searching for the best 
course of action. Interestingly, a few studies that have optogenetically 
activated iSPNs in various tasks have come to the seemingly surpris-
ing conclusion that activation of iSPNs can induce a new action in a 
context-dependent manner.

Many studies have shown that unilateral activation of either dSPNs 
or iSPNs in the dorsal striatum causes rotational behaviour6,11,39,42,99,100. In 
2014, Tecuapetla et al. compared the effect of unilaterally inactivating 
dSPNs with that of unilaterally activating iSPNs39 (Fig. 4a). Although 
both manipulations caused the mouse to turn ipsilaterally, the mag-
nitude of turning was about three times higher in the iSPN activation 
group compared with the dSPN inactivation group. Although it is dif-
ficult to compare the results of the two manipulations head to head 
given the differences in the experimental protocols used, it is inter-
esting to speculate why this would be the case. If both manipulations 
suppress contraversive turning, the resulting turning behaviour should 
be comparable. Thus, the fact that iSPN activation caused much more 
turning than dSPN inactivation suggests that iSPN activation might 
not be equivalent to dSPN inactivation, challenging the competitive 
model. One potential explanation for the more potent effect of acti-
vating iSPNs, compared with dSPN inactivation, would be that iSPNs 
simultaneously suppress contraversive turning and induce ipsiversive 
turning, whereas dSPN inactivation only suppresses contraversive turn-
ing. To test this idea, it would be interesting to repeat the experiments 
in a context in which mice are trained to turn ipsilaterally or contralat-
erally (for example, in a T-maze). If correct, it would be predicted that 
iSPN activation would cause mice that would usually decide to turn 
contralaterally to switch to turn ipsilaterally, whereas dSPN inactivation 
would simply abort the decision to turn contralaterally.

Perhaps a more convincing study on inducing alternative action 
was conducted by Tecuapetla et al. in 2016 (ref. 31). In this study, the 
authors trained mice to press a lever eight times in order to collect a 
reward. One interesting finding of this study was the effect of bilaterally 
inactivating dSPNs versus bilaterally activating iSPNs in the DLS. The 
authors found that inactivating dSPNs caused mice to abort pressing 
the lever, but activating iSPNs not only suppressed lever pressing but 
also induced locomotion away from the lever (Fig. 4b). This suggests 
that activation of iSPNs can induce an alternative action, something 
that cannot be induced by inactivating dSPNs alone.

Geddes et al. used a similar paradigm but instead of training on 
a single lever, mice were trained inside a chamber with two distinct 
levers. They learned to press the levers in a sequence consisting of 
left–left–right–right lever presses, after which a reward was delivered 
via a food magazine19 (Fig. 4c). When iSPNs were activated bilaterally 
in the DLS during the first left lever press, mice immediately moved 
to the right lever without pressing the left lever the second time. The 
same manipulation applied to the first right lever press made the mice 
move to the magazine (Fig. 4c). Thus, similar to the results of the 
study by Tecuapetla et al., activating iSPNs induced locomotion but 
in a context-dependent manner. One possible explanation for these 

findings is that mice maintain an internal representation of upcoming 
motor programmes (such as locomotion towards the right lever) that 
is triggered when iSPNs are activated. This mechanism would enable 
mice to smoothly transition to a new action during a motor sequence. 
Supporting this idea, the authors found that mice with ablated iSPNs 
struggled to learn the switch from the left to the right lever.

Finally, a study from our laboratory in which mice were trained 
to lick left or right spouts in order to obtain a reward demonstrated 
similar results21. When iSPNs were activated unilaterally in the VLS, 
the stimulation suppressed contraversive licking but also induced 
ipsiversive licking (Fig. 4d). Interestingly, unilaterally inactivating 
dSPNs only suppressed contraversive licking without inducing any 
ipsiversive licking. This difference between iSPN activation and dSPN 
inactivation seems to parallel the more potent rotational behaviour 
observed by Tecuapetla et al. when activating iSPNs compared with 
inactivating dSPNs39. Furthermore, the induction of ipsiversive lick-
ing by iSPN activation went away if either the corresponding spout 
was devalued or if mice were never trained to lick the ipsilateral spout 
(relative to the stimulation hemisphere), indicating that the ability of 
iSPN activation to trigger the motor programme for ipsiversive licking 
was both learning-dependent and context-dependent (Fig. 4d). We 
also showed that when mice underwent training to drive extinction of 
the learnt licking of one spout by omitting rewards after a correct lick, 
they naturally explored the other spout, and that this extinction-driven 
exploration was driven by iSPN activity.

These four studies suggest that, in certain circumstances, iSPN 
activation is not the same as dSPN inactivation. Furthermore, iSPNs 
can induce a de novo action, distinct from the action that they sup-
press. This can be used to smoothly transition from one action to the 
next during a motor sequence or to guide exploration of an alternative 
action during extinction. How could this new action be generated via 
iSPN activation alone? We propose that this effect might be medi-
ated by competitive inhibitory circuitry in regions downstream of 
iSPNs that track relevant motor programmes and mediate competition 
(Fig. 5a). The superior colliculus (SC) possesses local connectivity and 
long-range connections that could allow this disinhibition to occur for 
different kinds of motor programmes101–104 (Fig. 5b). The SNr could also 
mediate a form of local competition, although a previous study has 
shown that axon collaterals within the SNr do not extend far beyond 
the soma, thus limiting their ability to implement competition between 
actions regulated in distinct regions of the SNr105,106. It is possible that 
other circuits downstream of the striatum or within the striatum (via 
axon collaterals)107 might also be able to implement competition. 
Overall, further studies are needed to understand the implications of 
this aspect of iSPN function, and the potential mechanism that might 
underlie disinhibition mediating the generation of new actions via 
iSPN activation.

Generalization to other types of learning
In this Perspective, we have mainly focused on the role of iSPNs in the 
context of sensorimotor learning. Indeed, many computational models 
of the basal ganglia assume that what is being learned in the striatum 
is the state–action relationship62–64,108. However, there is also a large 
amount of work suggesting that the dorsal striatum can be divided 
into a goal-directed system in the DMS and a habitual system in the 
DLS109–113. For instance, lesions in the DMS make rats less sensitive to 
contingency degradation and outcome devaluation, two commonly 
used paradigms to quantify habitual behaviour in which the contin-
gency between the action and the outcome is degraded (contingency 
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degradation) or the outcome is devalued (by providing unlimited access 
to food rewards before training)112. In contrast, rats with DLS lesions 
fail to develop habitual behaviour and quickly stop pressing the lever 
for a devalued outcome compared with control rats111. Inactivation 
of iSPNs in the DMS has also been shown to affect decision flexibil-
ity and goal-directed learning114–116. Despite these classic findings, it 
is still unclear what exactly is being learned in the DMS to allow for 
goal-directed behaviour. Are there abstract goals represented in the 
DMS that are reinforced, just as actions are reinforced in the DLS? If 
this is the case, then one could imagine a similar dopamine-dependent 
learning rule in the DMS operating not over actions but over abstract 
representations. Another possibility is that both the DMS and the DLS 
undergo reinforcement learning with a similar learning rule, but that the 
DLS tends to represent actions in ‘chunks’, making them less sensitive 
to outcome devaluation than those in the DMS117–119. For instance, it has 
been shown that the habitual system can be understood as forming and 
generating long action sequences as opposed to individual actions, a 
model that can recapitulate the formation of habits as well as sensitivity 
to contingency degradation as seen in real animals118. Another hierar-
chical view of the striatum has also been explored computationally in 
models in which the representations of state in the DMS and DLS are 
distinct, with the DMS having access to a much more abstract repre-
sentation of the environment than the DLS, and the DMS and DLS work 
cooperatively to either promote or suppress behaviours12.

On the other hand, there is also considerable evidence that 
the DMS can generate motor actions. For instance, stimulation of 
either the direct or indirect pathway in the DMS generates rotational 
behaviour6,8,11,42,99,100, and inhibition of the DMS can impair orienting 
behaviour based on sensory evidence accumulation96,98. The DMS 
projects to medullary gigantocellular neurons which are required for 
turning gait programmes via the SNr42,100, and DMS simulation activates 
the mesencephalic locomotor region11. The DMS also receives inputs 
from cingulate and secondary motor cortex areas48 (also known as 
the frontal orienting field) that are involved in orienting behaviour in 
rats120,121. Thus, in contrast to the studies that point to an associative role 
for the DMS, many studies indicate that the DMS is involved in action 
control. A future challenge is to reconcile this motor function of the 
DMS with the goal-direct function described above.

Although we have omitted studies on the VS, it very likely that a 
similar three-factor learning rule operates in this region, given that 
the two studies that have investigated the effects of dopamine dips on 

iSPN LTP were conducted in the VS25,26. Previous studies suggest that 
the role of the VS is complex, with the range of functions in which it is 
involved including motivational control, action selection, goal-direct 
learning, state-value (critic) learning and feeding (see excellent 
reviews in refs. 122–125 for more information). This heterogeneity of 
function might partially reflect the cell-type heterogeneity of the VS, 
as demonstrated by single-cell sequencing analysis126.

To conclude, understanding the exact functional role of non-motor 
regions, such as the DMS and VS, will help us better understand 
how iSPNs operate in a non-sensory context, and whether a similar 
three-factor learning rule could be generalized to non-sensorimotor 
learning.

Caveats and future directions
In this Perspective, we have presented a three-factor learning rule, 
inspired by recent experimental findings and previous computational 
models, and discussed how the learning rule fits with models of iSPN 
function. We have also discussed predictions of the learning rule and 
considered how well they are supported by previous studies on iSPNs. 
Lastly, we have discussed how iSPNs can generate alternative actions, 
adding a layer of complexity to their function. Below, we discuss poten-
tial caveats associated with these ideas, as well as several studies on 
iSPNs that might challenge the framework presented.

A few studies that have used an optogenetic self-stimulation 
paradigm in which iSPN activation is paired with an action or entry 
into an area of a testing chamber have shown that this can induce 
punishment7,14,17,18 (although see ref. 127). Although these studies are 
interesting and generally align with the view that iSPN activity can 
suppresses movement/choice, the underling mechanism behind these 
learning effects is still unclear. At first glance, these studies seem to 
be at odds with the three-factor learning rule, according to which 
iSPN activation should not by itself be a teaching signal that can guide 
learning. One possibility is that self-stimulation itself can induce LTP 
in the stimulated iSPNs, which in turn will induce a change in behaviour 
such as avoidance. Previous studies have shown that optogenetic 
activation paired with a specific stimulus can induce new place fields 
or visual receptive fields in hippocampal or visual cortical neurons, 
respectively128,129. Another possibility is that regions downstream of 
iSPNs are remodelled to mediate learning. However, without know-
ing the locus of learning, it is difficult to determine whether these 
studies support or challenge the three-factor learning rule. Another 
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Fig. 5 | Circuit mechanisms mediating exploration via competition. a, The basal 
ganglia–collicular circuit that mediates exploration21. The suppression of a target 
action by indirect striatal projection neurons (iSPNs) disinhibits a competing motor 
programme that is represented in the superior colliculus (SC) to allow exploratory 
behaviour. b, Examples of putative competitive circuit motifs that could allow such 
disinhibition of an alternative programme. The selection of lateralized actions 
(such as leftward versus rightward turning) could be mediated by competition 
between the two SC hemispheres, whereby each hemisphere promotes the 

contraversive movement and suppresses the opposite hemisphere. Categorically 
distinct actions (such as a lever press versus licking) could involve competition 
within one SC hemisphere via mid-range axonal innervation. Categorically similar 
actions (such as a lever push versus a lever pull) which engage the same muscle 
groups could be encoded by distinct neurons within the same local region, with 
competition between those neurons occurring locally via short-range axonal 
innervations within the SC or substantia nigra reticulata (SNr). GPe, globus pallidus 
externus. Parts a and b adapted from ref. 21, Springer Nature Limited.
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complication associated with self-stimulation studies is that the 
stimulation protocol itself seems to change the behavioural effect 
observed. A recent study reported that brief versus prolonged iSPN 
self-stimulation differentially induces reinforcement versus aversion, 
respectively, and that the effect of prolonged stimulation is medi-
ated by δ-opioid receptors in the ventral pallidum130. This shows that 
self-stimulation can induce an array of effects, depending on the nature 
of the stimulation protocol, and suggests that researchers should try 
to understand exactly what is being changed or remodelled in their 
paradigm in order to better interpret the results of the studies using 
iSPN self-stimulation.

In the proposed framework, we have assumed that dopaminergic 
neurons encode a teaching signal to modulate synaptic plasticity in 
the iSPNs. Recent studies have suggested alternative explanations 
for what dopaminergic neurons encode, including value, salience, 
the learning rate, causal association and the impulse vector58,84,85,131–133 
(see refs. 134,135 for excellent reviews on this topic). Although it is 
beyond the scope of this Perspective to fully discuss the controver-
sies regarding what dopaminergic neurons encode, we believe that 
these alternatives do not negate a function of dopamine as a teaching 
signal that induces synaptic plasticity. Indeed, the role of dopamine 
neurons in modulating synaptic plasticity in slice has been widely 
replicated26,52,53,136,137. What remains controversial is what exactly dopa-
mine neurons encode. Future studies that consider the teaching com-
ponent of dopamine neurons should yield an understanding of how 
their activity modulates iSPNs, and whether the three-factor learning 
rule is a good conceptual framework.

Directly testing the three-factor learning rule in vivo might require 
experiments in which dopamine neurons are artificially inactivated, 
in order to see whether LTP in iSPNs can be observed. In such experi-
ments, the state signal could be provided via a sensory stimulus, and 
the inhibition of dopaminergic neurons could be paired with an action 
performed by the mouse. This would create all three of the conditions 
that the rule proposes are necessary for LTP in iSPNs. Directly observing 
LTP in vivo is technically challenging and might require two-photon 
structural imaging of spines or slice physiology in trained mice in 
order to determine whether synaptic plasticity has occurred. Despite 
these difficulties, artificially recreating the conditions necessary for 
LTP in vivo might yield important insights into whether iSPNs follow 
the three-factor learning rule.

Studies using careful analysis of behaviour might also be fruitful 
for refining our model of iSPN function. Recent machine learning 
tools for pose tracking have enabled researchers to understand the 
fine kinematics of subtle movements, including tongue kinematics 
during licking138–142. These studies have begun to reveal how complex 
seemingly simple movements are. Adopting a motor-centric approach 
to investigate how iSPNs contribute to sensorimotor control may 
provide deeper insights into the fundamental principles governing 
iSPN learning, which could then be generalized to other non-motor 
functions. For instance, one could ablate iSPNs either during or after a 
mouse has learned a skilled movement. By carefully tracking the move-
ment using high-speed cameras and pose tracking tools, one might 
reveal interesting features of motor control that go awry when iSPNs 
are ablated. This could then be followed up by studies examining how 
dopamine activity contributes to the refinement of iSPN activity. Does 
a dip in dopamine coincide with a specific event during motor learning? 
Does disrupting this dip hinder motor learning by disrupting iSPN LTP? 
Overall, we believe studies investigating fine motor control might be 
fruitful for testing some of the predictions outlined in this Perspective.

On the other hand, testing how iSPNs can generate a new action 
might require the use of a task in which a mouse has to choose between 
categorically distinct actions. For instance, a paradigm in which a 
mouse has to perform either action A or action B, which are cate-
gorically distinct actions (for example, locomotion versus forelimb 
reaching), would allow us to test whether iSPN-mediated suppres-
sion of action A could induce action B. Thus, studies that allow mice 
to generate categorically distinct actions might start to reveal how 
iSPNs can flexibly use downstream circuity to generate new actions 
via disinhibition.

In conclusion, many challenges remain, and further experiments 
are needed to fully elucidate the exact function of iSPNs. Here, we have 
presented two conceptual frameworks that may help advance our 
understanding of iSPN function. The first framework outlines a simple 
learning rule that allows iSPNs to undergo dopamine-dependent LTP, 
allowing suppression of non-optimal motor programmes. The sec-
ond framework outlines the potential role of iSPNs to generate a new 
alternative action, allowing exploration of new motor programmes. 
We hope that future research will refine, expand or challenge the ideas 
proposed in this Perspective, ultimately contributing to a deeper 
understanding of iSPN function during behaviour.
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